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Document classification: automatically label some text

Language identification: determine the language that a 
text is written in

Spam filtering: label emails, tweets, blog comments as 
spam (undesired) or ham (desired)

Routing: label emails to an organization based on which 
department should respond to them (e.g. complaints, tech 
support, order status)

Sentiment analysis: label some text as being positive or 
negative (polarity classification)

Georeferencing: identify the location (latitude and 
longitude) associated with a text
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Sentiment analysis: background [slide from Lillian Lee]

People search for and are affected by online opinions.

TripAdvisor, Rotten Tomatoes, Yelp, Amazon, eBay, YouTube, blogs, 
Q&A and discussion sites

According to a Comscore ’07 report and an ’08 Pew 
survey:

60% of US residents have done online product research, and 15% 
do so on a typical day.

73%-87% of US readers of online reviews of services say the 
reviews were significant influences. (more on economics later)

But, 58% of US internet users report that online 
information was missing, impossible to find, confusing, 
and/or overwhelming.

Creating technologies that find and analyze reviews would 
answer a tremendous information need.
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Broader implications: economics [slide from Lillian Lee]

Consumers report being willing to pay from 20% to 99% 
more for a 5-star-rated item than a 4-star-rated item. 
[comScore]

But, does the polarity and/or volume of reviews have 
measurable, significant influence on actual consumer 
purchasing?

Implications for bang-for-the-buck, manipulation, etc.

Sample quote (much debate in the literature):

...on average, 3.46 percent of [eBay] sales is attributable to the 
seller’s positive reputation stock. ... the average cost to sellers 
stemming from neutral or negative reputation scores is $2.28, or 
0.93 percent of the final sales price. If these percentages are 
applied to all of eBay’s auctions [$1.6 billion in 2000 4Q], ... 
sellers’ positive reputations added more than $55 million to ... sales, 
while non-positives reduced sales by about $15 million. [Houser and 
Wooders ’06]
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Social media analytics: acting on sentiment
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Richard Lawrence, Prem Melville, Claudia Perlich, Vikas Sindhwani, Estepan Meliksetian et al.
In ORMS Today, Volume 37, Number 1, February, 2010.

Monday, October 1, 12



© 2011 Jason M Baldridge LIN 313: Language and Computers

Beyond consumption: politics [slide from Lillian Lee]

In 2006, 31% of US residents used the internet for 
gathering or sharing political information (60M+ people).

Major reason?

28%: to get perspectives from within their community.

34%: to get perspectives from outside it.

The kind of sites they visit?

28% said that most sites they use share their point of view.

29% said that most challenge their point of view.

From Rainie and Horrigan Pew survey, ’07
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Beyond individual interest [slide from Lillian Lee]

Business intelligence systems could ...

search out, analyze, and summarize opinionated mentions of 
products, features, consumer desires, etc.

automatically process customer feedback

Governmental eRulemaking initiatives (e.g., 
www.regulations.gov) directly solicit citizen comments on 
potential new rules

400,000 received for a single rule on labeling organic food

Many other applications exist, as well.
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Polarity classification [slide from Lillian Lee]

Consider just classifying an avowedly subjective text unit 
as either positive or negative (“thumbs up or “thumbs 
down”).

One application: review summarization.

Elvis Mitchell, May 12, 2000: It may be a bit early to make such 
judgments, but Battlefield Earth may well turn out to be the worst 
movie of this century.

Can’t we just look for words like “great”, “terrible”, “worst”?

Yes, but ... learning a sufficient set of such words or 
phrases is an active challenge. 
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Using a lexicon [slide from Lillian Lee]

From a small scale human study:

9

Proposed word lists Accuracy

Subject 1

Positive: dazzling, brilliant, phenomenal, excellent, 
fantastic
Negative: suck, terrible, awful, unwatchable, hideous 58%

Subject 2

Positive: gripping, mesmerizing, riveting, spectacular, 
cool, awesome, thrilling, badass, excellent, moving, 
exciting 
Negative: bad, cliched, sucks, boring, stupid, slow

64%

Automatically 
determined 
(from data)

Positive: love, wonderful, best, great, superb, 
beautiful, still 
Negative: bad, worst, stupid, waste, boring, ?, !

69%
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Polarity words are not enough [slide from Lillian Lee]

Can’t we just look for words like “great” or “terrible”?

Yes, but ...

This laptop is a great deal.

A great deal of media attention surrounded the release of the new 
laptop.

This laptop is a great deal ... and I’ve got a nice bridge you might be 
interested in. 
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Polarity words are not enough 

Polarity flippers: some words change positive 
expressions into negative ones and vice versa.

Negation: America still needs to be focused on job creation. Not 
among Obama's great accomplishments since coming to office !! 
[From a tweet in 2010]

Contrastive discourse connectives: I used to HATE it. But this 
stuff is yummmmmy :) [From a tweet in 2011 -- the tweeter had already bolded 
“HATE” and “But”!] 

Multiword expressions: other words in context can make 
a negative word positive:

That movie was shit. [negative]

That movie was the shit. [positive] (American slang from the 1990’s)
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More subtle sentiment (from Pang and Lee)

With many texts, no ostensibly negative words occur, yet they 
indicate strong negative polarity.

“If you are reading this because it is your darling fragrance, please wear it at 
home exclusively, and tape the windows shut.” (review by Luca Turin and 
Tania Sanchez of the Givenchy perfume Amarige, in Perfumes: The Guide, 
Viking 2008.)

“She runs the gamut of emotions from A to B.” (Dorothy Parker, speaking 
about Katharine Hepburn.) 

“Jane Austen’s books madden me so that I can’t conceal my frenzy from the 
reader. Every time I read ‘Pride and Prejudice’ I want to dig her up and beat 
her over the skull with her own shin-bone.” (Mark Twain.)
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Thwarted expectations (from Pang and Lee)

13

This film should be brilliant. It sounds like a great plot, the 
actors are first grade, and the supporting cast is good as well, 
and Stallone is attempting to deliver a good performance. 
However, it can’t hold up.

There are also highly negative texts that use lots of positive words, 
but ultimately are reversed by the final sentence. For example

This is referred to as a thwarted expectations narrative because 
in the final sentence the author sets up a deliberate contrast to the 
preceding discourse, giving it more impact.
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Polarity classification

It’s not just positive or negative!

Examples [http://www.edmunds.com/ford/focus/review.html]:

Positive: “As a used vehicle, the Ford Focus represents a solid pick.”

Negative: “Still, the Focus' interior doesn't quite measure up to those offered 
by some of its competitors, both in terms of materials quality and design 
aesthetic.”

Neutral: “The Ford Focus has been Ford's entry-level car since the start of the 
new millennium.”

Mixed: “The current Focus has much to offer in the area of value, if not 
refinement.”
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Other dimensions of sentiment analysis

Subjectivity: is an opinion even being expressed? Many 
statements are simply factual.

Target: what exactly is an opinion being expressed about?

Important for aggregating interesting and meaningful statistics about 
sentiment.

Also, it affects how the language use indicates polarity: e.g, unpredictable is 
usually positive for movie reviews, but is very negative for a car’s steering

Ratings: rather than a binary decision, it is often of interest to 
provide or interpret predictions about sentiment on a scale, such 
as a 5-star system. 
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Other dimensions of sentiment analysis

Perspective: an opinion can be positive or negative depending 
on who is saying it

entry-level could be good or bad for different people

it also affects how an author describes a topic: e.g. pro-choice vs pro-life, 
affordable health care vs obamacare.

Authority: was the text written by someone whose opinion 
matters more than others?

it is more important to identify and address negative sentiment expressed by a 
popular blogger than a one-off commenter or supplier of a product reviewer on 
a sales site

follower graphs (where applicable) are very useful in this regard

Spam: is the text even valid or at least something of interest?

many tweets and blog post comments are just spammers trying to drive traffic 
to their sites
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Rule-based classification

Identify words and patterns that are indicative of positive or 
negative sentiment:

polarity words: e.g. good, great, love; bad, terrible, hate

polarity ngrams: the shit (+), must buy (+),  could care less (-) 

casing: uppercase often indicates subjectivity

punctuation: lots of ! and ? indicates subjectivity (often negative)

emoticons: smiles like :) are generally positive, while frowns like :( are 
generally negative 

Use each pattern as a rule; if present in the text, the rule 
indicates whether the text is positive or negative.

How to deal with conflicts? (E.g. multiple rules apply, but indicate 
both positive and negative?)

17
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Rule combination

First try: order the rules according to their accuracy.

What is problematic with this?

Second try: assign weights to the rules.

What is problematic with this?

18
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Problems with rule-based filters

Someone has to come up with the rules: this can take a long time 
and lots of effort.

This will probably result in high precision, but low recall. (More on these later.)

The rules are designed for every dataset, but they don’t always 
work universally.

E.g.: the word unpredictable is good for movies, bad for cars.

Rules are designed and then deployed, so they don’t evolve over 
time to adapt to changes in word use.

New expressions come into use all the time: e.g. “badass” and “bad ass” 
weren’t used much until the last few years

19
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Machine learning for classification

The rule-based approach requires defining a set of ad hoc 
rules and explicitly managing their interaction.

If we instead have lots of examples of texts of different 
categories, we can learn a function that maps new texts to 
one category or the other. 

These are often probabilistic, but need not be.

What were rules become features that are extracted from the input; 
their importance is extracted from statistics in a labeled training set.

These features are dimensions; their values for a given text plot it 
into space, just as we did with authorship attribution.

20
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Machine learning for classification

Idea: software learns from examples it has seen.

Find the boundary between different classes of things, 
such as spam versus not-spam emails.

21
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Spam
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Clustering versus classification

As with k-means for finding clusters of authorship styles, 
we quantify features of the texts and are thus able to plot 
them into some space.

With N features, we have an N-dimensional space.

Unlike k-means, we have a label associated with each text 
and can use such labels to directly model the classification 
task. This is supervised machine learning.

Another way of saying this is that some reasonably 
knowledgeable human clustered the documents into 
categories that are meaningful.

A classifier seeks to model these predefined clusters in a 
way that generalizes well to new documents, allowing 
them to be accurately labeled automatically.

22
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Example scenario: Twitter sentiment classification

You label all the tweets about broccoli on a given day.

There are 5000 tweets about broccoli.

1500 of them are subjective (express an opinion)

500 of these are positive (pos)

1000 of these are negative (neg)

The other 3500 are objective (don’t express an opinion)

The word “hate” appears in 203 tweets

200 of these are negative

3 of these are positive.

23
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How likely are positive or negative tweets?

We can determine several interesting probabilities straight 
away.

Two of them are the probability of positive or negative 
tweets.

P(neg): the percentage of tweets which are negative

P(pos): the percentage of tweets which are positive 

These values are easy to calculate:

P(neg) =                                           = 1000/1500 = 2/3 = .667

P(pos) =                                             = 500/1500 = 1/3 = .333

24

number of neg tweets

number of tweets 
number of pos tweets

number of tweets 
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How likely is a word within positive or negative tweets?

Other interesting probabilities are those of seeing the word 
“hate” in positive or negative tweets.

We write these as

P(hate | neg): the percentage of neg tweets that contain the word 
“hate”

P(hate | pos): the percentage of pos tweets that contain “hate” 

These values can be directly estimated from the data:

P(hate|neg) =                                                       = 200/1000 = .20

P(hate|pos) =                                                         = 3/500 = .006

25
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Inverting conditioning: Bayes law

But surely what we are most interested in is having a 
model which tells or how probable it is that a tweet is 
negative given that it contains the word hate...

We write this as P(neg | hate).

Bayes law helps us out:

For our present example, this means we are looking at:

So, this gives us what we want, and we’ve already found  
P(hate|neg) and P(neg), leaving just P(hate) to be 
determined.

26

P(B|A) =
P(A|B) x P(B)

P(A)

P(neg | hate) =
P(hate | neg) x P(neg)

P(hate)
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How likely is a word overall?

P(hate) is the probability of seeing the word “hate” in any 
tweet. Given our current scenario, we could compute this 
directly as:

P(hate) =                                                          = 203/1500 = .135

Alternatively, we can compute it as the sum of the 
probability of hate in each type of tweet:

P(hate) = P(hate | neg) x P(neg) + P(hate | pos) x P(pos)

Why do it this way? We’ll see in a moment, but first let’s 
start putting things together, and see if we obtain the value 
P(hate) = .135 when computed this way.
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How likely is a word overall? (2)

What we know:

P(neg) = .667

P(hate | neg) = .20

P(pos) = .333

P(hate | pos) = .006

So: P(hate | neg) x P(neg) = .2 x .667 = .133

And: P(hate | pos) x P(pos) = .006 x .333 = .002

Which means that:

P(hate) = P(hate|neg) x P(neg) + P(hate|pos) x P(pos)= .133 + .002 = .135

The same as when we directly calculated P(hate)!

28
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Putting it all together

Now we have all the components we need to calculate     
P(neg | hate):

29

P(neg|hate) =
P(hate|neg) x P(neg)

P(hate)

P(hate|neg) x P(neg)
P(hate|neg) x P(neg) + P(hate|pos) x P(pos)

=

.2 x .667

.2 x .667 + .006 x .333
=

.133

.133 + .002
= .985=

So, based on the evidence of the word “hate” alone, the 
model thinks the a tweet with the word “hate” is 98.5% likely 
to be negative.
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Why did we go through all that work?

Hang on... couldn’t we have just directly calculated           
P(neg|hate)??!!

P(neg|hate) =                                                       = 200/203 = .985 

There are many deep and interesting reasons. For now, 
we’ll consider just two:

modularity: use different models, or even guesses, for estimating 
the probabilities

sparsity: we’d like to use multiple words per tweet to determine 
whether its polarity, and we won’t get sufficient counts using the 
above calculation.

We’ll consider both of these briefly.
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Modularity

By estimating P(neg | hate) with Bayes law rather than 
direct calculation, we now have two different probability 
distributions of interest: P(hate | neg) and P(neg)

P(neg) is called the class prior. 

Think of it this way: prior to even seeing the words in an tweet, would 
I be likely to think of it as more or less likely to be negative?

We estimated P(neg) from our training set. But, what if I 
have only a few tweets to train on? Perhaps then it would 
be better to use P(neg) based on some other source, like 
a poll about attitudes toward broccoli.

This modularity allows us to combine a general P(neg) 
estimate with an estimate of P(hate | neg) from our data. 

31
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Modularity, using a different prior

Consider using a prior where P(neg) = .35 (rather than the 
value .667 from our data).

So, P(pos) = 1-P(neg) = 1 - .35 = .65

32

P(neg|hate)
P(hate|neg) x P(neg)

P(hate|neg) x P(neg) + P(hate|pos) x P(pos)
=

.2 x .35

.2 x .35 + .006 x .65
=

.07

.07 + .004
= .946=

So, it still looks pretty negative, but this model doesn’t think it 
is as negative as the previous one, which gave the value       
P(neg | hate) = .985.
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Sparsity
We’ve been considering a single word example, but 
usually we want to use many or even most of the words in 
a tweet to determine its polarity.

This means calculating things like:

P(neg | “hate”, “disgusting”, “broccoli”, “eat”, “aardvark”...). 

If we want to determine the polarity directly, we need to count the 
number of tweets that contain exactly those words, in both the 
positive and negative groups.

There would be very few tweets that contain the same set 
of words, even in a very large corpus! So, we wouldn’t be 
able to get reliable counts.

33

number of neg tweets with “hate”, “disgusting”, ... “aardvark”,..

number of tweets with “hate”, “disgusting”, ... “aardvark”,..
P(neg|hate, disgusting,..., aardvark) =
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number of neg tweets with “hate”, “disgusting”, ... “aardvark”,..

number of tweets with “hate”, “disgusting”, ... “aardvark”,..
P(neg|hate, disgusting,..., aardvark) =

We might see just one message with these words = 1/1 = 100%!
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Sparsity: how Bayes law helps

Bayes law inverts the conditioning:

We may then assume independence between the words in 
order to simplify the computation of P(hate...aardvark | neg):

Bayes law plus the independence assumption allows us to 
break up the big calculation into a bunch of terms, each of 
which we can get reliable evidence (counts) for, as we did 
for P(hate | neg) before.

34

P(hate, disgusting,..., aardvark | neg) = P(hate | neg) x P(disgusting | neg) x .... x P(aardvark | neg)

P(neg|hate, disgusting,..., aardvark) =
P(hate, disgusting,..., aardvark | neg) x P(neg)

P(hate, disgusting,..., aardvark)
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Precision and Recall in sentiment analysis

Very relevant for sentiment analysis because there are subjective and 
objective texts, and we only wish to assign polarity values (positive, 
negative) to subjective texts.

If we assign polarity to objective texts, it is by definition incorrect.

It will also produce poorer aggregate estimates of the relative positivity/negativity toward 
the target, because it is based on items that should be out of consideration.

This means that we will usually perform subjectivity classification on a set 
of texts before doing polarity classification.

E.g. we started with 5,000, tweets about broccoli -- if a subjectivity classifier identifies 3,112 
of them as objective, then we will only assign polarity to the remaining 1,888 (which the 
classifier thinks are subjective).

Errors: some of the tweets that the classifier said were objective could be subjective, and 
vice versa. In fact, for the Twitter broccoli dataset, at least 388 objective tweets were 
incorrectly identified as subjective (1888 identified as subjective - 1500 actually subjective 
tweets = 388 classified-as-subjective tweets too many.

Of course, probably some subjective tweets were classified as objective, leading to more 
errors. We’ll measure the error with precision and recall on subjective and objective tweets.

35
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Precision and Recall: subjectivity classification

We are interested in knowing the precision of a subjectivity classifier: out of 
all the tweets it thinks are subjective, how many actually are subjective?

We’d also like to measure its recall: out of all the tweets that are in fact 
subjective, how many did it actually identify?

We can ask the same questions about objective tweets.

36
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P/R for detecting subjective tweets

Let’s first consider the classifier’s performance for identifying subjective 
tweets.

Recall: there are 5000 broccoli tweets. The classifier identifies 1888 as 
subjective and 3112 (=5000-1888) as objective. Of the 1888, only 1355 are 
in fact subjective. Of the 3112, 145 are subjective (mistakenly identified as 
objective).

37
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Definition of precision and recall

Precision: of how many you guessed, how many were correct?

Recall: of how many you should have found, how many did you 
identify?

True Positives

True Positives + False Positives

True Positives

True Positives + False Negatives
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Back to our subjectivity classification

Precision = TP/(TP+FP) = 1355/(1355+533) = 1355/1888 = .7177 = 
71.77%

Recall = TP/(TP+FN) = 1355/(1355+145) = 1355/1500 = .9033 = 90.33%
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Precision and recall are relative

What if we were interested in the classifier’s performance in identifying 
objective tweets?

Our positives and negatives are now defined differently.
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P/R for identifying objective tweets

Now, TP=2967, FP=145, FN=533, and TN=1355

Precision = TP/(TP+FP) = 2967/(2967+145) = 2967/3112 = .9534 = 
95.34%

Recall = TP/(TP+FN) = 2967/(2967+533) = 2967/3500 = .8477 = 84.77%
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